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ABSTRACT 
Public controversies around the unethical use of personal data are 
increasing, spotlighting data ethics as an increasingly important 
feld of study. MyData is a related emerging vision that emphasizes 
individuals’ control of their personal data. In this paper, we investi-
gate people’s perceptions of various data management scenarios 
by measuring the perceived ethicality and level of felt concern con-
cerning the scenarios. We deployed a set of 96 unique scenarios 
to an online crowdsourcing platform for assessment and invited a 
representative sample of the participants to a second-stage ques-
tionnaire about the MyData vision and its potential in the feld of 
healthcare. Our results provide a timely investigation into how top-
ical data-related practices afect the perceived ethicality and the felt 
concern. The questionnaire analysis reveals great potential in the 
MyData vision. Through the combined quantitative and qualitative 
results, we contribute to the feld of data ethics. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); • Security and privacy → Human and societal 
aspects of security and privacy; Social aspects of security and 
privacy. 
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1 INTRODUCTION 
There is a global concern around the misuse of personal data. Such 
data are increasingly being generated and collected through the 
myriad hardware devices and software applications that we use 
daily, including smartphones, ftness trackers, and diferent types 
of applications. In addition to this, companies and governments 
store various types of data about us, such as medical records or 
location-related activity logs. The concerns often deal with issues 
of data sharing with third party organizations, such as governments 
or businesses, and sometimes without clear user consent or even 
illegally [21, 25, 59]. Notable public scandals in this regard include, 
for instance, tech vendors pre-installing software on their hardware 
to collect consumer data without the knowledge or consent of 
consumers and selling this data to third parties [49], or the infamous 
Cambridge Analytica scandal where millions of Facebook users’ 
personal data were used to support political campaigns [44]. In the 
health domain, examples of unethical conduct include e.g. surgery 
data of millions of patients being sold to pharmaceutical companies 
for research purposes [29], or data about female employees’ fertility, 
pregnancy, and childbirth being shared with their employers [28]. 

Given the role of personal data across all use of contemporary 
technology, data management and data ethics are timely and lively 
research topics. In our focus is MyData, a data management vision 
and a set of principles that posit the individual as the owner and 
controller of the generated personal data [38, 60]. MyData aims 
to empower individuals to better control their data and promote 
its best use [51]. As a result, it aims to simplify the challenges 
centered around consent, access, and control of one’s personal 
data, and creates opportunities for service innovation [24]. Many 
ethical issues about data are related to data collected about people 
– personal data [26]. Specifcally in the health domain, MyData has 
been seen as an ideal – even if currently somewhat optimistic – 
model that would allow the individual (data producer) to be the 
controller of the data that are currently largely managed and owned 
by large corporations [24]. MyData has been prominently discussed 
in both public healthcare and governmental contexts [24, 29, 35]. 

There is a clear identifed need to understand user perceptions 
towards personal data management and/or use of personal data by 
third-parties, thus organizations that store and control the data [3, 
5, 21, 41, 48]. A pivotal topic here is the ethicality of data man-
agement, which has been increasingly investigated in the feld of 
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Human-Computer Interaction (HCI) as well, e.g. concerning ethical 
and appropriate data use [48], ethical use of qualitative data [53], 
use of family civic data [12], apps using location data and other 
sensitive data [3], or indeed ethical issues surrounding data use in 
healthcare [5]. Another dimension is the felt subjective concern of 
data management; individual’s expression of concern for privacy 
can often be even contrary to their actions on e.g. social networks 
due to the inconvenience related to e.g. switching a platform [1, 64]. 
In a similar vein, after hearing about the Cambridge Analytica 
scandal users hardly reacted or even expressed much concern [30]. 

In this paper, we investigate end-user perceptions of data man-
agement practices using a novel quantitative scenario-based ap-
proach supplemented with qualitative data. At the center of this in-
vestigation is MyData, a data management vision that is yet to catch 
the attention of the CHI community. Using a variety of diferent data 
management scenarios as the experimental stimuli, we collected 
quantitative data using Amazon’s Mechanical Turk [18] on ethics 
and concern on 96 diferent scenarios that emulate common types 
of personal data use and misuse, as modelled after related literature 
and various historical real-world events [19, 21, 28, 29, 44, 49, 68]. 
We additionally invited the contributors back for a second-stage 
study to gain descriptive statistics about our sample and their qual-
itative insights on broader issues around MyData. The key contri-
butions of our work are: 

(1) We present an understanding of end-user perceptions on 
personal data management. 

(2) We introduce the MyData vision to the CHI community and 
its relevance to research on data ethics. 

(3) We contribute a survey-based method and instrument to 
assess people’s data management perceptions. 

We collected 1920 submissions from 172 Amazon Mechanical 
Turk (MTurk) workers, and invited them to a second-stage question-
naire. Our results identify stark diferences across parameters that 
afect people’s evaluation of ethicality and the overall felt concern 
about the presented scenarios. We also quantitatively show that 
parameters that directly afect ethicality do not necessarily at all 
afect the felt concern, i.e. the perceived ethicality and concern are 
not tightly coupled. Our qualitative analysis highlights participants’ 
excitement towards the prospect of having control over their per-
sonal data – especially their health data – and deciding who has 
access to it. At the same time, participants demonstrate a degree of 
negligence to their data. Finally, our discussion is helpful for paving 
the way for the MyData vision and contributes to research on data 
ethics. 

2 RELATED WORK 
Our work is situated in the intersection of MyData, data ethics, and 
data privacy. We focus in here on recent works especially in the 
feld of HCI. 

2.1 MyData 
MyData is an emerging personal data management and processing 
vision that focuses on the consumer’s perspective and considers 
personal data as a resource that the consumer can access and con-
trol [60]. MyData’s human-centric approach pushes for the release 
of personal data from the confnes of monopolistic data holders 

in order for the full potential of personal data to be realized [46]. 
According to Poikola et. al [60], MyData can be looked at in two 
folds: 1) a new approach in the management and processing of 
personal data, putting the individual at the center of the process, 
and 2) personal data about an individual that is under the control 
of that individual. MyData is therefore both an infrastructure-level 
approach for ensuring data interoperability and portability, mak-
ing it possible for individuals to change service providers without 
proprietary data lock-ins, and a consent-based data management 
approach that puts the control of an individual’s data in the hands 
of the individual [60]. Born out of the open data initiative, MyData 
includes personal information such as health and ftness data, social 
media data, data from internet usage, and fnancial data, among oth-
ers. The term MyData therefore refers to both a data management 
vision and data as a resource [60]. 

Related to this vision, a study by Kim & Park aimed at describing 
consumers’ behavioural intention of using health information tech-
nology found out that the efective use of collected health-related 
data is dependent on the behavioural intention of consumers to 
measure, store, and manage their own data [36]. With MyData 
aiming to enforce consumers have their personal data under their 
control, it is important for consumers to be incentivised to take 
active actions with their data as new solutions and services will 
be built based on this data [38]. The benefts of MyData have been 
found to surpass simply having access and control over one’s data 
to becoming an enabler of better self-care. To this end, a study by 
Baudendistel et al. suggests that having control over one’s personal 
data leads to better motivation to take care of one’s own health [10]. 

Globally, there are similar projects aimed at moving the control of 
personal data from companies to the data creators. For instance, Sir 
Tim Berners-Lee, the pioneer of the world wide web, has embarked 
on a mission to make personal data a resource for consumers [6, 14]. 
The father of virtual reality, Jaron Lanier has also made the call for 
the establishment of a balance between data holders (companies) 
and consumers by rewarding consumers for the use of their per-
sonal data [43]. In a study comparing data access trends, Iemma 
proposed the use of smart disclosure programs to release machine-
readable personal data from frms to consumers [34]. In a similar 
vein, Lehtiniemi introduced software that has been developed to 
provide users the means to have control over the collection and use 
of their personal data [45]. 

2.2 Data ethics 
HCI researchers have acknowledged ethical concerns regarding 
data use. In the context of family civic data, i.e. any kind of data 
concerning families stored by a public authority, Bowyer et al. [12] 
found out that there is a need for the development of interfaces 
that support Human-Data Interaction [16], to make it possible for 
families to co-operatively manage their data. The worries about 
family data use were related to potentially misleading data in the 
form of numbers and standardized labelling, such as e.g. ‘domestic 
violence’, not capturing the nuanced reality. Regarding credit data, 
Zou & Schaub identifed a need for empowering consumers to ‘take 
ownership’ of their data by managing their credit data, so that 
they understand the need to take protective actions against e.g. 
identity theft [74]. Researchers have also been concerned about 
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apps unnecessarily accessing certain types of data in mobile devices 
and teaching users to be aware of the kind of permissions they give 
diferent apps [7, 50]. In the context of higher education, the use of 
student data in learning analytic systems raised students’ concerns 
of how their data was being used as well as expressed the need to 
be involved in designing the learning analytics process [69]. The 
need to teach students ethical issues related to data collection and 
use has also been identifed [65]. Generally, it can be said that HCI 
research aims for user empowerment as regards their data, fnding 
ways for users to be educated and in control of how their data is 
used and by whom [41], in line with MyData aims. 

Health data today is being used outside the parameters of the 
original consent agreed to by the data producer as many of such 
uses were not predictable at the time of data collection. The de-
viation of future uses of data from the expectations of the data 
producer and the purposes for which the data collection was dis-
closed raises a number of ethical concerns [8]. Complicating issues 
further is that health data is no longer about clinical records only 
but has expanded to include ftness and health-related behaviour 
captured by people’s personal digital devices and applications such 
as wearables, smartphones, social media and even loyalty cards. 
Such observed data are under the control of device manufacturers 
and application developers, often giving them the legal right to use, 
share, or sell such data at their discretion [8, 40, 41]. Martani et al. 
investigated how health insurers’ mobile applications encourage 
customers to share their personal behavioural and health data with 
them in exchange for monetary rewards [50]. The sensitive and per-
sonal nature of health data poses many ethical challenges even for 
research purposes. Therefore, more attention is needed to address 
regulatory and ethical issues of data [39]. Andanda investigated 
legal and ethical concerns that appear from utilizing health-related 
data generated by users of some online platforms for the purposes 
of health-based research [4]. 

With no existing ethical framework or process for the donation 
of one’s medical data to a public institution for research purposes, 
Krutzinna et al. argued that it is an ethical failure not to exploit im-
portant data that matter to improve public health. This they believe 
is a failure of past data management practices and as such argue 
that people’s personal data should be made available for scientifc 
research by encouraging the people to donate their data posthu-
mously similar to how human organs are currently donated [42]. 

2.3 User Concerns about Data Management 
The concern people feel around data management results from a 
variety of issues, including for example privacy-related risks and 
practices. As no single source for concern exists, end-user centric 
exploration of concern is warranted, e.g. by considering the needs 
and viewpoints of diferent stakeholders [2]. User concerns are also 
exacerbated in the context of sensitive data, such as health related 
data, by the fact that most health data is electronic and thus easily 
shareable [61]. 

Acquisti and Gross conducted a study on members of a social 
network to investigate the impact of data management concerns 
and compared users’ stated attitudes to actual behaviour on a so-
cial network platform [1]. Their results showed that individual’s 
expression of concern for privacy was contrary to their actions on 

the network as they revealed a great amount of personal informa-
tion. This ‘paradox’ is an attitudinal issue that reveals underlying 
behavioural processes such as lack of self-control or lack of impulse 
control. Indeed, although people feel concerned about data man-
agement practices of certain companies, they are often unwilling 
to switch services due to the associated inconvenience [61, 64]. 

In the wake of the Facebook-Cambridge Analytica scandal, Hinds 
et al. found out that respondents, after hearing about the scandal 
did not change their privacy settings, delete their accounts, or 
even express much concern [30]. Similarly, a study by Hargittai 
& Marwick revealed that young people believe various types of 
data mismanagement issues are inevitable and thus just do not care 
anymore [27], while others express the sentiment that they do not 
have control anyway over how their data is used [66]. 

While these works have covered ground in terms of understand-
ing types of consumer concerns regarding their data, the HCI re-
search community has recently identifed a further need to under-
stand these concerns in a wider and more general level [21]. Our 
goal is to add to this understanding of ethicality of usage of personal 
data. 

3 THE STUDY 
Our investigation is primarily focused on the ethicality and the 
felt concern of the conduct of various common data management 
scenarios, and secondarily on a qualitative investigation on the 
issues and potential of the MyData vision with a special emphasis 
on the health domain. 

3.1 Method 
We employed crowdsourcing for the data collection. Crowdsourc-
ing, originally coined as “the act of a company or institution taking 
a function once performed by employees and outsourcing it to an 
undefned (and generally large) network of people in the form of an 
open call” [31], has matured into an adaptive and valid approach 
to empirical research [58, 70]. We recruited workers from Amazon 
Mechanical Turk (MTurk), a platform used commonly by the HCI 
research community for a variety of tasks, including quantitative 
studies as well as creative work [15, 18, 52, 56]. The participants 
were required to be fuent in English and to have successfully com-
pleted at least 10000 tasks with an accept rate of 95% or higher. 

3.2 Stage 1 
In our study, a data management scenario is a construct of four 
diferent parameters – MyData operator action, data type, purpose, 
and consent – that all have one or more levels, as clarifed in Table 1. 
The frst stage required participants to read and assess the ethicality 
of a given data related scenario, indicate which specifc parameter 
most afected this choice, and rate the overall felt concern about the 
scenario. The task was implemented using Amazon Web Service’s 
(AWS) Crowd-HTML markup and deployed directly into the MTurk 
interface as a survey task, as depicted in Figure 1. 

We crafted the scenarios based on prior works [19, 21, 68], and 
drew further inspiration from recent privacy and potentially ethical 
violations of people’s data in the real world [28, 29, 44, 49]. The 
authors met three times to ideate a range of scenarios (diverging), 
followed by the selection of our fnal set of scenarios based on their 
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Figure 1: The Human Intelligence Task (HIT) deployed to MTurk. The variables denoted inside curly brackets were populated 
in runtime by Mturk with the parameter levels presented in Table 1, i.e. there were 96 unique scenarios deployed through this 
setup. Participants used the two sliders and the set of radiobuttons to indicate the perceived levels of ethicality and concern, 
and the decisive parameter for ethicality. 

relevance and distinctiveness (converging). The frst parameter, 
MyData operator action, consists of two levels – highlighting the 
diference between a MyData operator which fnancially profted 
from the transaction [28, 49] versus a MyData operator that did 
not have a fnancial incentive [21]. Data type is split across four 
levels, covering diagnostic and medical data [29], data from health 
trackers [32], location data (found to have an infuence on health as 
it provides information about the social and environmental context 
within which patients live [11, 57, 73]), and personal media fles 
(facial expressions found in pictures and videos have been used 
to detect health issues such as depression and having pain [17, 
54, 62, 67]). The purpose of the data management covers the use 
by academic researchers [71], commercial companies [29], and 
the government [35]. Finally, the parameter of consent describes 
how the data is managed – without the user’s consent, within a 
signed consent, within a signed consent but without the user being 

aware, and against the user’s consent but within the existing legal 
framework [33, 44, 47, 63]. 

In Stage 1, participants were shown a MyData-related scenario. 
Given the four parameters and their unique levels, we had a total 
of 96 unique permutations available as scenarios to rate (2x4x3x4). 
We asked the participants to provide a response to three diferent 
items after observing one scenario at a time: 

(1) The perceived ethicality of the scenario 
(2) Which of the parameters most afected their choice of ethi-

cality 
(3) The degree of personal concern, given the overall conduct 

in the scenario 

Ethicality and degree of concern were collected using a scale 
from 1-5, and the choice of parameter that most afected ethicality 
was done with a radio button group. We used Amazon’s crowd-
HTML elements to implement the task so that it was presented 
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Table 1: Parameters (column headers) and levels (rows) in 
the study. Unique combinations of levels (N=96) constitute 
the assessed data management scenarios. 

MyData operator action Data type 

The MyData operator has shared your My-
Data with a third party without getting 
paid for it 

The MyData operator has sold your My-
Data to a third party and profted from the 
transaction 

Diagnostic and medical data (diseases, 
medical history, medicine prescription) 

Personal health tracker data (sleep, heart 
rate, daily activities) 

Location data 

Personal media fles (pictures and video) 

Purpose Consent 

Your MyData is used by academic re-
searchers to conduct publicly available re-
search 

Your MyData is used by for-proft compa-
nies to build proprietary commercial solu-
tions. 

Your MyData is used by the government 
to implement policy changes related to 
healthcare 

The action was taken against your consent, 
i.e. you did not agree to this happening 

The action taken was within your consent, 
i.e. you agreed to this happening 

The action taken was within your signed 
consent but the terms and conditions were 
confusing, i.e. you were not aware of hav-
ing granted such permissions 

The action was taken against your signed 
consent, but legal agreements in your 
country allowed for the actions to take 
place 

directly inside the MTurk worker interface, as this yields a seamless 
working experience for the workers. We set up the task so that each 
participant would always see a set of diferent permutations by 
using MTurk’s batch functionality via a .CSV fle input. As a result, 
a participant may assess several scenarios, but on each occasion, 
the participant is presented with a diferent permutation of the total 
96 available ones. The source code for the designed instrument is 
available on GitHub 1 and can be assessed publicly. 

Participants were rewarded with $0.15 for each of the tasks (i.e., 
assessing one scenario). We invited 20 unique contributions per 
each of the available scenarios. 

3.3 Stage 2 
We invited all the participants from the frst stage study to the 
second stage study. Not all invitees responded to the call to the 
second stage study with about 75% of them responding. The second 
stage study is complimentary to the frst stage study and was aimed 
at supporting the robust quantitative results from the frst study. It 
comprised of a questionnaire to 1) collect additional qualitative in-
sights concerning MyData, and 2) obtain demographic information 
on our sample. The questionnaire was hosted in Google Forms and 
contained items as follows. 

• Demographic details: age, gender, nationality, and highest 
academic qualifcation. 

• Familiarity with MyData: Likert-style item from 1 (not at 
all familiar) - 5 (extremely familiar) of participants’ prior 
knowledge of MyData. 

1https://github.com/alorwu/mydata-ethicality-tool 
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• Checklist of devices and applications participants use: activ-
ity trackers, smartphones, and smartphone applications for 
health tracking. 

• How much is your personal data being abused: Likert-style 
item 1-5 identifying perceived degree of one’s personal data 
being abused unethically by a third party. 

• Elaborate on the previous question. Why? 
• Open-ended felds to discuss participants’ excitement about 
having control of their own data, what concerns they may 
have about MyData now and in the future, as well as provide 
insights into who they will grant access and usage rights to 
their data to. 

• Standardized ethics position questionnaire, the EPQ [22]. 

4 RESULTS 

4.1 Participant Overview 
Our initial study – Stage 1 – was completed with contributions from 
172 workers who together contributed all the available 1920 sce-
nario assessment tasks (20 submissions per each of the 96 available 
permutations). Based on the sample (N=129) who completed Stage 
2, the mean age of our sample was 32.71 years (SD = 7.17 years). Of 
the Stage 2 participants, 97 were men, 31 women, and 1 non-binary. 
The participants had diverse academic qualifcations with 65 hold-
ing a bachelor’s degree, 36 with a master’s degree, 17 holding high 
school diploma, 9 professional degree, 1 associate degree, and 1 
music conservatory degree. Participants’ nationalities were equally 
diverse with highest being India (66), USA (38), Brazil (5), Italy (4), 
and some identifying as Asian (3). Others include Britain (2), Spain 
(2), Ukraine (2) and one participant each from Bulgaria, Canada, 
Germany, Ireland, Kenya, Nigeria, and Pakistan. 

We inquired about participants’ familiarity with the term ‘My-
Data’ using a single 1-5 scale (1 - not at all familiar to 5 - extremely 
familiar). The mean value was 3.37 (SD: 1.42). We also probed peo-
ple’s position on how much they believed their personal data was 
being currently unethically used by any third party, using a similar 
scale from 1-5 (1 - not at all much to 5 - extremely much). Here, the 
mean was 3.53 (SD: 1.10). 

Finally, we used the Ethics Position Questionnaire (EPQ) to de-
scribe the ethical ideology of the sample [22]. The EPQ has been 
applied in various research notably in social psychology [23] and 
business and marketing [9, 37], and it assesses the degree of ide-
alism and rejection of universal moral rules in favor of relativism. 
The EPQ questionnaire consists of 20 items to measure the extent 
to which respondents agree or disagree to each of the statements 
(1 - completely disagree to 9 - completely agree). Thus, people can 
score between 10 and 90 on the ideology and relativism scales. Our 
participants scored an average of 67.80 (SD=14.87) on the ideology 
scale, and 61.22 (SD =15.49) on the relativism scale. 

4.2 Quantitative Analysis 
The ethics position of the participants had practically no efect 
on the perceived ethicality or felt concern of the scenarios, with 
the exception of relativism and perceived ethicality being weakly 
correlated, r(1701) = .28, p < .001. The remainder of this section 
unpacks data on the perceived ethicality and the felt concern of the 
presented MyData scenarios. 

https://SD=14.87
https://1https://github.com/alorwu/mydata-ethicality-tool
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Table 2: Summary of the ftted ordinal logistic regression model for participants’ responses on the ethicality of the presented 
scenario. 

Coefcients – Ethicality: 
Estimate Std. Error z value Pr(>|z|) 

MyData operator action (sell) -0.306 0.096 -3.182 0.002 ** 
data type (health tracker) 0.177 0.137 1.297 0.195 
data type (location data) 0.202 0.136 1.488 0.137 
data type (media) -0.391 0.137 -2.853 0.004 ** 
purpose (for-proft) -0.294 0.118 -2.490 0.013 * 
purpose (government) 0.150 0.118 1.277 0.202 
consent (against consent) -0.267 0.136 -1.963 0.050 * 
consent (within but confusing) 0.221 0.133 1.668 0.095 
consent (within consent) 1.028 0.139 7.391 <0.001 *** 

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 

4.2.1 Efect of Parameters to the Perceived Ethicality. We built a 
regression model (Cumulative Link Mixed Model ftted with the 
Laplace approximation) using the 1920 individual assessments ob-
tained in Stage 1 using the R package ordinal 2, modeling the efects 
of the four parameters on the indicated ethicality score. We also 
included the participant ID as the mixed efect. Table 2 depicts the 
model for how the diferent variables afect the perceived ethicality 
of the scenarios. 

We observed statistically signifcant efects of the diferent pa-
rameter levels on the perceived ethicality of the scenario, most 
notably a strong positive efect of within consent as well as the 
negative efects of media as the data type and sell as the MyData 
operator action. We then also conducted a least square means anal-
ysis with Tukey HSD adjustment (using the R package lsmeans 3) 
to investigate the pairwise relations of the levels of each parameter 
and discovered signifcant statistical diferences as follows. The 
two MyData operator actions, shared and sold, difered signifcantly 
(p<0.01); concerning data types, health trackers and media data dif-
fered (p<0.001), location data and media data difered (p<0.001), and 

2https://cran.r-project.org/web/packages/ordinal/index.html 
3https://www.rdocumentation.org/packages/lsmeans/versions/2.27-2/topics/lsmeans 

diagnostic data and media data difered (p<0.05); concerning pur-
pose of the data, for-proft and government use difered signifcantly 
(p<0.001) as well as academic research and for-proft (p<0.05). Finally, 
concerning consent, we observed signifcant diferences between 
against but legal and within consent (p<0.001), against consent and 
within but confusing (p<0.001), against consent and within consent 
(p<0.001), and also with within but confusing and within consent 
(p<0.001). 

4.2.2 Efect of Parameters to the Felt Concern. Table 3 depicts the 
model for how the diferent variables afected the degree of how 
concerning overall the scenarios were perceived. Interestingly, the 
results difer substantially from the results concerning ethicality, 
indicating that the two variables are decoupled: What is unethical 
may not necessarily be concerning and vice versa. Here, we observe 
that managing consent the correct way, i.e. within consent, as well 
as health tracker and location data being in question signifcantly 
decrease user concern. Media data, for instance, had no observ-
able efect. We will talk about this decoupling more later in the 
discussion. 

We conducted a least square means analysis comparing pairwise 
the diferent parameter levels in the context of how concerning 

Table 3: Summary of the ftted ordinal logistic regression model for participants’ responses on the perceived concern about 
the presented scenario. 

Coefcients – Concern: 
Estimate Std. Error z value Pr(>|z|) 

MyData operator action (sold) 0.090 0.096 0.939 0.348 
data type (health tracker) -0.407 0.136 -2.999 0.003 ** 
data type (location data) -0.514 0.136 -3.777 <0.001 *** 
data type (media) 0.202 0.138 1.467 0.142 
purpose (for-proft) 0.402 0.119 3.377 0.001 *** 
purpose (government) -0.024 0.117 -0.209 0.835 
consent (against consent) 0.073 0.136 0.532 0.595 
consent (within but confusing) 0.036 0.134 0.264 0.792 
consent (within consent) -0.754 0.137 -5.513 <0.001 *** 

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 

https://3https://www.rdocumentation.org/packages/lsmeans/versions/2.27-2/topics/lsmeans
https://2https://cran.r-project.org/web/packages/ordinal/index.html
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Table 4: Counts of how many times each parameter was the decisive factor in the participant’s choice of ethicality, and the 
counts of levels that were shown if the parameter in question was the decisive factor. 

Parameter Level counts and proportions as the decisive factor for ethicality 

MyData operator action Sold Shared 
499(26.0%)
Data type 

282(56.5%) 217(43.5%)
Media Diagnostic Health tracker Location data 

691(36.0%)
Purpose 

229(33.1%) 184(26.6%) 139(20.1%)
Government For-proft Academic research 

139(20.1%) 

435(22.7%)
Consent 

152(34.9%) 143(32.9%) 140(32.2%)
Against consent Within consent Within but confusing Against but legal 

295(15.3%) 84(28.5%) 77(26.1%) 72(24.4%) 62(21.0%) 

the conduct was perceived. Our results again reveal statistically 
signifcant diferences between the levels, as follows. The two levels 
of MyData operator actions did not difer signifcantly, but con-
cerning data types, we observed that diagnostic and health tracker 
difered (p<0.05), diagnostic and location data difered (p<0.001), 
health tracker and media difered (p<0.001), and location data and 
media difered signifcantly (p<0.001). Concerning purpose, we dis-
covered a signifcant diference between academic research and 
for-proft (p<0.01), and between for-proft and government (p<0.001). 
Further, concerning consent, we observed a signifcant diference 
between how against but legal and within consent (p<0.001) afected 
the overall concern, as well as between against consent and within 
consent (p<0.001), and fnally also between within but confusing and 
within consent (p<0.001). Again, the pairwise directions of these dif-
ferences are best observed in the overall model, depicted in Table 3. 

4.2.3 Variance Between Scenarios. Both the ethicality response and 
the concern response data are not normally distributed according 
to the Shapiro-Wilk test on normality (p < .0005). The response 
variance for ethicality was 1.88 with standard deviation of 1.37 and 
variance for concern was 1.15 with standard deviation of 1.37. One-
way analysis of variance (ANOVA) shows signifcant (p < .005 with 
95 degrees of freedom) diferences on both the ethicality response 
(F = 1.539) and the concern response (F = 1.931) when considering 
the variance across all 96 parameter combinations (scenarios). Al-
though ANOVA is not recommended for non-normal data it can 
tolerate non-normal data with only a small efect on the Type I 
error rate. This verifes that the diferent scenario types indeed 
had an infuence on the participant responses, and thus this also 
validates our study design as successful. 

Finally, we asked the users to choose the one parameter per 
scenario that most afected their choice of ethicality. Table 4 lists 
the counts as well as the proportions of the levels of the parameters 
that were the most decisive in the participants’ choice of ethicality. 
We note that while the comparison between parameters is not 
directly applicable, as they had diferent amount of levels, the inter-
parameter comparisons are interesting here as they reveal which 
levels were mostly used in people’s decision-making processes. 

4.3 Qualitative Results 
We analysed the 129 responses in stage 2 following a deductive 
thematic analysis process [13, 20] based on each of the individual 

questionnaire items. In this analysis method you derive predeter-
mined aspects from questionnaire responses. From each of the 
questionnaire items, the main author frst identifed the most infor-
mative responses. Then three of the paper’s authors got together 
virtually to identify aspects from these responses that would be the 
most interesting to present and discuss in each question’s context. 
In the following sections, we will present the fndings from four of 
these questionnaire items. 

4.3.1 Potential of MyData. Participants expressed enthusiasm and 
hope about the MyData vision where they would be the owners 
and controllers of their data. One participant duly noted, “I am 
excited about not giving my data up to third-party advertisers, where 
I have no control over who gets to see my data or how it is used.” 
(34, Nonbinary) while others expressed optimism of being in total 
control of their data, “I like the prospect of being in total control of 
data which I never would have had access to before” (Male, 25), “I love 
the idea of being in control of my own data, it feels like freedom” (26, 
Male), and “Having control over the access of MyData and keeping 
updated about my health status” (29, Female). Another participant 
agrees with this assessment, refusing to get too excited about the 
prospect of this happening “Not much excitement but the changes 
in the right direction gives some excitement” (45, Male). Looking 
beyond having control of one’s data, one participant also identifed 
a unique opportunity for monetizing one’s MyData, “...most exciting 
would be an ongoing paid opportunity to disclose more if I wanted 
to” (35, Female). One participant however expressed a great deal 
of hope for the future of MyData; that MyData could become a 
means of capturing our entire livelihood and a visualization of this 
vast amount of data (especially media) could enable us relive the 
past. The participant noted, “Data that could make the time stop for 
nostalgic purposes, like having lenses that capture and maintain all 
of our days in a google photos alike website. A data to keep all of our 
audios too, where we could remember that voice of a deceased mother” 
(45, Male). 

4.3.2 Concerns and Doubts. With regards to concerns that partici-
pants have about the MyData vision, it was clear that the optimistic 
ethos did not really alter their view of existing privacy issues and 
concerns – and naturally we did not even expect it to. Participants 
were doubtful of whether it is even possible to have control of their 
data in a world where security and privacy are potentially at the 
hands of malicious actors and hackers, “I am afraid of hackers, they 
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know their way to steal data and I’d never want my record to be public 
even if I am not a celebrity. I care about my privacy and I know I am 
not totally in control when hackers are around” (40, Female). One 
participant was much more concerned with how to secure the data 
from third parties, stating, “Security and privacy of my data and 
saving this from the third party” (45, Male). Others were concerned 
about how much control they can ever actually realistically have 
“The main concern is that to what extend our data is actually in our 
control” (29, Male) and “It could fall into the wrong hands” (34, Male). 
One participant expressed concern about why such an initiative 
to hand over control of one’s data to the individual is not being 
done by the government but a company (referring to the MyData 
operator in the scenario) “I don’t like how having control of my data 
has to be done by a company instead of the government” (25, Male). 

4.3.3 Perceptions on Current Data Abuse. When asked about the 
current state of data abuse, participants expressed rather clear over-
arching frustration. One participant notes, “I think privacy is bs 
today, they use my data as much as they want, they make profts and 
I am the one who is constantly bummed by unwanted phone calls 
trying to sell me trading online services and all sorts of scams. That 
happens because companies sell my data and the people calling me 
know everything about me, it freaks me out on a daily basis” (40, Fe-
male). Others based their assessment on news items, noting, “There 
are some breach of data being said in news all over the world. Cases 
where our email is leaked in relationship sites” (26, Male) and “I track 
data breaches every day and the amount of them happening every 
day, all the time, is ALARMING. There’s just no way some of my data 
from one app or another isn’t for sale. Even without that, I think it 
is unethical for my data to be used in advertising (even if I have to 
allow it to use an app or service) to a third party” (34, Nonbinary). 
Some participants were doubtful of their data being abused by a 
third party as one stated, “I don’t think any 3rd party can use my 
personal data since my device has been safe” (31, Male). Another 
one echoed similar sentiments, “Because I think most of my data are 
kept secret” (23, Male). One participant was however unwavering 
in his believe that his data was being abused unethically by a third 
party due to past experiences, “I am absolutely certain my data is 
being used unethically because I have been in several major hacks” 
(31, Male). 

4.3.4 MyData Vision in Health Care. We asked participants what 
their thoughts were on the notion of MyData particularly within 
the health domain. The majority of the participants expressed an 
overwhelmingly positive response to this. As some participants 
noted, “I think it’s a great idea. I want to be able to control my data” 
(35, Male), and “Health-related data is one of the most important 
types of data and I’d love to be fully in control when it comes to it” 
(30, Male). Another participant expressed similar ideas, “I believe 
it is perfectly in order for every individual to have absolute right to 
monitor and as well approve of who uses their data” (46, Female). 

Issues of access control were central in this category. For instance, 
the accessibility of health information to healthcare providers can 
be a crucial element to the delivery of healthcare. This understand-
ing was shared by participants, “If my health related data is easily 
accessible to my healthcare provider and my vital parameters from a 
health tracker can be monitored by them in real time, it could poten-
tially help them to preempt an adverse health condition that might 

cause irreversible damage to my body” (38, Male) and “The beneft 
is that this information can be used by health professionals to access 
medical needs quickly. Hopefully to identify and prevent medical 
emergencies quickly” (49, Male). Or, “I think that it is a move in the 
right direction. For medical professionals and hospitals to have access 
to my medical data is a good thing and would enable better medical 
care” (49, Male). One participant also pitched the idea of giving 
the government access to the personal health data, “This can be 
used by government and health organisations to improve the overall 
quality” (59, Male). Contributing one’s data towards research was 
also highlighted, “I would want my data to be anonymised and used 
for medical research but my consent must be taken frst” (29, Female). 

Several participants saw potential in how MyData could be used 
to promote health and wellbeing considering the current health 
crisis caused by COVID-19. One participant notes, “Data being used 
to help understand viruses like COVID-19...” (21, Male). Another 
participant sees a broader picture of how continuous access of 
his data to medical staf can help them in early identifcation of 
potential health issues stating, “The possibility that MyData can be 
used to help prevent and identify health issues” (49, Male). Medical 
diagnosis and treatment could be better personalized based on 
MyData as suggested by one participant, “I am sure that this data 
will help me in the future if my health deteriorates. Health specialists 
will be able to fnd solutions based on the data” (31, Male). 

Even if data is controlled by the individual, technically, some 
organization will manage the data – somebody has to maintain the 
infrastructure. To this end, participants voiced certain concerns 
about who would be a worthy custodian of their data: “I do not 
believe that a private company should keep my medical data, because 
a change in that company or that in the future it was acquired by 
another one could lose control of my own data. Medical data must be 
hosted by a public entity, such as a universal public health system 
that has no fnancial interest in my data.” 

5 DISCUSSION 
In this paper we investigated the efect of diferent parameters in 
data related scenarios concerning the perceived ethicality and the 
felt concern about the overall conduct. We also inquired about the 
potential of MyData in this context as a potential way forward in 
data management. This is important because such end-user-centric 
investigations are needed to shed more light on user perceptions 
on data practices [21]. Further, given the prevalence of scandals 
in this domain, user attitudes toward any improvements – be they 
however optimistic and complex at this point – will inevitably afect 
their realisation and ultimate acceptance. 

Most ethical issues about data are related to data collected about 
people – personal data [26]. MyData is an emerging vision for 
ethical data management that has not yet received the attention in 
the feld of HCI as it has for instance in the medical feld [38]. Yet, 
it is not a far-fetched utopia, but rather frmly rooted in a common-
sensical notion of one having more control over one’s data. As such, 
it would also ofer an additional layer of support to the General 
Data Protection Regulation (GDPR) in terms of data protection and 
control. In the case of GDPR, data subjects are given “greater control” 
and will have easier access to “their own” data while MyData aims 
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to take this a step further, by providing them with direct access, 
control, or even ownership of their data. 

5.1 Data Management Perceptions 
Looking at the results of our study especially on how the common 
parameters rooted frmly in related work or modeled after real-
world incidents afect perceived ethicality and concern, it is clear 
that data management perceptions can and should be studied on 
a granular level. In our study, we included a handful of common 
levels per parameter (see Table 1) but could still detect a total of 
nine levels that were either negatively or positively associated with 
a change in the perceived ethicality or concern. 

Related to this, studies have shown that one of the Internet’s 
biggest modern misconceptions has been that clicking “Agree” for 
consent protects one’s data from abuse [55]. Trustworthiness must 
be shown at all levels of the user-operator relationship. Merely 
informing data producers of using cryptographic and high-end 
security infrastructures to secure their data means nothing to them. 
To this end, we also clearly noted in the qualitative analysis the 
frustration of participants regarding the felt current dubious or 
malicious practices by the current companies managing their data. 

Curiously, our results also show that ethicality and the concern 
indeed are diferent things to begin with. This can be at least par-
tially related to a degree of ‘online apathy’ that people feel – while 
they know that something is not being done correctly, they do not 
care as it is seen as inevitable [27]. In our fndings, for instance, 
the top three parameters afecting ethicality of the scenarios were 
acting within consent, media data, and the MyData operator action 
of selling data (see Table 2), while the top three parameters afecting 
the overall felt concern were acting within consent, location data, 
and for-proft as the purpose (see Table 3). 

5.2 Implications 
The quantitative results of our work concretely inform academic 
work through investigating the relative efect sizes – user-centric 
perceived importances – of the diferent factors that are all coupled 
in related work or real-world practices on the perceived ethicality 
and the felt concern of realistic data management scenarios. To 
the best of our knowledge our work is the frst to report on these 
relative efect sizes of the factors that are commonly reported anec-
dotally in interview studies. To exemplify this, in our study e.g. 
within consent afected ethicality approximately fve times more 
than within consent but confusing. 

The qualitative results in our work highlight a level of distrust 
towards the companies involved in the collection and processing 
of personal data. While this is perhaps not surprising in the light 
of both recent academic literature [7, 74] and the numerous cases 
of data misuse that were brought to light, it reveals the Achilles 
heel of initiatives such as MyData. If MyData or any other similar 
initiative is to make solid advances for instance in the healthcare 
domain, users have to develop trust in all stakeholders in the data 
management chain, including data operators. To this end, MyData 
operators should potentially aim to not only fulfll legal and ethical 
considerations, but also address the concerns raised by (potential) 
users. This is also connected to another related issue: Crafting dis-
claimers and consent forms. The inter-parameter importances (see 

Table 4) provide clues to what aspects are important to people. Thus, 
while clear articulation of data use policies is already pervasively 
required, prioritizing the aspects that people fnd as most decisive 
in their internal accounting will be useful in further improving the 
legibility of such documents. 

Zou & Schaub showed that even when users have concerns, they 
might not know how to take appropriate actions [74]. In addition 
to lack of knowledge, some of our participants even presented a 
defeatist perspective and highlighted that they do not feel in control 
of their data. Therefore, data operators should provide users the 
ability to directly rescind any ongoing data sharing agreements. 
Further, our fndings are in line with previous research, showing 
that design of systems that help users to understand how their 
data is used and by whom (see [7, 74]), supported with education 
related to data collection and use [7, 65, 74], is needed. In addition 
to that, we need to develop systems that help users to gain back 
the declining trust on their data use. A question is, however, how 
to develop those? Initiatives such as MyData are not optimally 
efcient if people do not trust the data operators, but instead ask, 
quis custodiet ipsos custodes – who watches the watchmen? 

Finally, the inherent potential of regression models like this 
is what they enable when developed further into production and 
beyond the scope of an individual research paper. We need not 
take many steps to use the same underlying data to build ethicality 
prediction machines for data management. These could be used for 
speculating the acceptability of data management practices, and, 
on the other hand, for investigating the tradeofs on how diferent 
data management decisions that might be otherwise benefcial 
for a company’s operations ultimately degrade the perceived user 
experience. Such an approach can provide useful insights to co-
operations, but may also enable commercial organisations to push 
the envelope until just before an ethical border is crossed. 

5.3 Future Work 
To scope the work, we left out several other interesting scenario 
ideas (consisting of parameters and levels) that are worth investigat-
ing in future studies. Some of the ideas we brainstormed during the 
study design stage include non-profts[72], user profling (metadata 
derived from raw data), temporal dimensions of data collection, and 
data access by family members. 

While this line of investigation deals with people’s perceptions 
of scenarios, we are also interested in examining similar issues 
of ethics and data management in a more realistic setup so that 
participants would actually make the calls on real data that they 
have produced on their own and are given full governance over. 
In other words, we are building a data collection setup that allows 
users to collect data and then make choices about its sharing. 

5.4 Limitations 
We acknowledge limitations in our work. First, our results originate 
from MTurk and thus while the results are certainly indicative of 
broader trends, they do not naturally generalize over the general 
population. Similar to samples from most MTurk studies, the bulk 
of our participants come from India and the US. However, results 
from such online marketplaces have been valuable to research and 
the external validity is high, even in empirical research [58, 70]. 
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Further, we did not include idealism and relativism in the models 
since the data for analyzing the idealism and relativism come from 
only a subset of the participants (75%). Therefore, including such 
data in the models would deteriorate their quality and predictive 
power. 

6 CONCLUSION 
In this paper, we investigate people’s reactions to various data man-
agement scenarios. Our study was conducted in two parts: frst, 
we crowdsourced assessments from Amazon’s Mechanical Turk. 
Second, we conducted a complementary qualitative study to collect 
further insights. Our quantitative results revealed diferences in 
how the selected parameters afect people’s perceptions on eth-
icality as well as felt concern. Our qualitative analysis revealed 
concerns and doubts about MyData, perceptions on current data 
abuse, and the potential MyData has especially in health care. Put 
together, we hope our fndings can act as a solid conversation starter 
within the CHI community as well as the feld of data ethics as an 
exhaustive end-user-centric exploration to data management ethics 
and concerns. 
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